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CPUs, GPUs, Other Accelerators

CPUs

Most well-known programmable processors: they run the OS

Typically optimized for low-latency, low-thread count application execution
Minimize time/computation, high ratio of mem/computation

Intel, AMD, ARM processors, many with FMA

* GPUs

Optimized to accelerate high-thread count, highly parallel applications while still
holding a day job accelerating graphics applications

Maximize computation/time, high ratio of computation/mem
* High memory bandwidth

* NVIDIA, AMD, Intel, Qualcomm, Imagination, ARM GPUs, most with FMA
¢ Other Accelerators

¢ Optimized to accelerate high-thread count, parallel applications: may run an OS
¢ E.g. Intel Xeon Phi
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GPUs in Mobile Applications
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WORLD’S #1 SUPERCOMPUTER

With a peak performance of 27 petaflops, the
Titan supercomputer at Oak Ridge National
Labs is the world’s fastest. 18,688 NVIDIA Tesla
GPUs provide 90% of the machine’s computing
power.




Explosive Growth of GPU Accelerated Apps
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GPU Accelerators For Big Data Analytics

Anatyzing Twitter




Millions

SalesForce.com: Analyzing Twitter Real-Time
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Shazam: 300M GPU Accelerated Searches
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NVIDIA Tegra 4

Mobile Processor
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NVIDIA GK104
Tesla K10

HPC GPU ACCELERATOR

SP FMA throughput: 2.29 TFLOPS
DP FMA throughput: ¢ 0P

3.5 billion transistors

294mmZ 1n 28nm
TDP 225W (2x GK104)



NVIDIA GK110
Tesla K20X

HPC GPU ACCELERATOR

SP FMA throughput: 3.95 TFLOPS
DP FMA throughput: 1.31 TFLOPS

Key internal and external
memories ECC protected

7.1 billion transistors
550mm2 in 28nm
TDP 235W



Challenges for Arithmetic in
GPUs and Other Accelerators

* Always striving to deliver higher FP throughput

* Limitation to throughput: Power
* Performance == Power
* Mobile and HPC processors are power limited: increase power efficiency!
¢ Chipwide solutions: wide and slow, run at Vmin
* Arithmetic unit specific design techniques to optimize energy/op
® Maximize GFLOPS/W
¢ Limitation to throughput: silicon die area
¢ Performance==area==$
* Mobile and HPC applications are often cost limited: increase area efficiency!

# Arithmetic unit design techniques to optimize mm2/op
® Maximize GFLOPS/mm?2



Tradeoffs for Arithmetic Units
in GPUs and Accelerators

How to optimize arithmetic unit area and power efficiency?

Latency
How sensitive are GPUs and accelerator applications to arithmetic unit latency?
What efficiency improvements can be made trading off latency?
* Are there other costs?

Frequency

* If higher operating frequency is not always better, what is the right choice?

* How to design efficient arithmetic units at good choices of operating frequency?
Precision

* Where and how to implement required precision within all of the arithmetic units?
* FMA, MAD, fp32, fp64, fp16, or other?
¢ |EEE 754-2008 Standard compliant? Denorms?



